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I. Contents :

Discrete-time Markov models, recurrence and ergodicity, long run behavior, Lyapunov functions
and martingales, eigenvalues and nonhomogeneous Markov chains, Gibbs fields and Monte
Carlo simulations, inference for Markov random fields, importance sampling, continuous-time
Markov models, queues.

I. Course prerequisite : Calculus, Elementary Probability Theory

I11.Reference material ( textbook(s) ) :

P. Bremaud (1999): Markov Chains: Gibbs Fields, Monte Carlo Simulation, and Queues.

IV. Grading scheme : Oral presentation

V. Course Goal : This course intends to help students learn theory of Markov chains and

applications including Markov chain Monte Carlo simulation.

KEFE L AR




