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課程目標 The  overarching  aim  of  this  course is to  increase  the  knowledge  and  use  of

quantitative methods amongst both undergraduates and postgraduates in a number

of important areas within the applied social sciences. 

課程概述 This  course  basically  deals  with  econometrics, the  most  widely  used  tool  of

economists  to  determine  empirical  forms  of  theoretical  constructs.  The  likely

originator of the term 'econometrics'  defined it as '...the unification of economic

theory, statistics, and mathematics...' (Frisch 1936). The objectives of econometrics

have been described by Christ (1966m p. 4) as '...the production of quantitative

economic statements that either explain the behavior of variables we have already

seen, or forecast (i.e. predict) behavior that we have not yet seen, or both’.

We will apply the statistical and mathematical methods to the analysis of economic

data with a purpose of giving empirical content to economic theories and verifying

them or refuting them. The entire  empirical  study is  conducted using the latest

version of statistical software EViews 7. I will teach you how to use this software

around week 3. On several occasions,  articles cited in the reference list  will be

assigned for reading.

關鍵字 Data; econometrics; statistical method

課程要求 This course requires student to read the assigned chapters and articles before class.

Office Hours Tuesday 15:20~16:00
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評量方式 No. 項目 百分比(%) 說明

1 Mid-tern/Final exam. 50%-50%

週 次 單元主題

Week 1    Simple regression model     

            

[a] Introduction                          Text: [2] Ch. 7, [3] Ch. 3

Week 2, 3 [b] Estimation of the regression parameters    Text: [2] Ch. 7, [3] Ch. 3, [1] Ch, 1

Week 4 [c] Further results of the statistical inference   Text: [2] Ch. 7, [8] Ch. 2

Week 5 [d] Application of Least Square Methods      Text: [2] Ch. 7, [8] Ch. 2

Week 6 Violations of Basic Assumptions

          

[a] Nonnormality and nonzero mean   Text: [2] Ch. 8

Week 7 [b] Heteroskedasticity              Text: [2] Ch. 8, [4] Ch. 15, [3] Ch. 5

Week 8 [c] Autocorrelation                 Text: [2] Ch. 8, [3] Ch. 6, [6] Ch. 15

Week 9 [d] Stochastic explanatory variables    Text: [2] Ch. 8, [4] Ch. 14



Week 10 Mid-term exam

Week 11 Review of Matrix and Linear Algebr  a   Text: [2] Appendix B

Week 12 Multiple linear regression model

[a] Estimation of least squares method   Text: [2] Ch. 10

Week 13 [b] Multi-collinearity                 Text: [2] Ch. 10

Week 14 [c] Specification errors                Text: [2] Ch. 10

Week 15 [d] Distributed lag models             Text: [2] Ch. 10

Week 16 [e] Simultaneous equation model: Identification problem, indirect least squares 

method.      Text: [2] Ch. 13

Week 17 [d] Simultaneous equation model: Instrumental variable estimation, two-stage least 

squares estimation and three-stage least squares estimation.             

Text: [2] Ch. 13

Week 18 [e] Final exam.


